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Augmenting Social Interaction in Digital 
Learning through Affective Computing 

Kuan-Cheng Lin, Member, IEEE, Kun-Hsiang Chiang, and Jason C. Hung 

Abstract—Social interaction between teachers and students can be effectively enhanced if teachers can extract spontaneous 

non-verbal behavior of students in real time, such as facial expressions and body language. In view of this, teaching strategies 

of teachers and learning effectiveness of students can be effectively improved. This study implemented a facial expression 

analysis system. The system can capture facial images of students via webcam and analyze facial expressions of students 

towards learning contents with different difficulties and a relationship between social interaction and learning effectiveness. The 

system selected ten face feature points for identification of 11 facial action units. Then these action units are classified into 

positive, neutral and negative social interactions by using a rule-based expert system. After verification using cognitive load 

theory, the teaching experiment results showed in multimedia digital learning the student with high coding ability can adapt to 

the learning content, and displayed more neutral and positive social interactions, while the student with low coding ability 

displayed more negative social interaction due to increase of cognitive load. At the same time, real-time detection of social 

interaction can act as basis for diagnosis of student learning difficulty and help teachers adjust teaching strategies. 

Index Terms—Affective computing, cognitive load, face expression, digital learning  

——————————      —————————— 

1 INTRODUCTION

N daily communication, we often analyze inner af-
fective state of other persons by observing their 

spontaneous or unconscious non-verbal behaviors 
such as facial expression or body language. This kind 
of communication and interaction is called social inter-
action.  For example, we can judge whether some per-
son agrees or disagrees with a thing through his/her 
facial expression when they hearing the thing [1,11]. At 
the same time, social interaction may occur in face-to-
face teaching in school classrooms, and teachers may 
observe students non-verbal behaviors to judge 
whether students understand curriculum contents. 

Teachers often like to ask “any question?” for feed-
back in class in order to maintain teaching effective-
ness. They intend to know students learning effective-
ness in unit teaching, and then decide to reinforce cur-
rent contents or teach new contents. However, stu-
dents often have no response or look around silently. 
Teachers often feel frustrated. In digital teaching, 
teachers can know whether students have understood 
the teaching contents through affective computing [2], 
social signal processing [3] and information technolo-
gies. 

Teaching is a kind of information transmission. 
Teachers transmit teaching contents to student sensory 
organs via information channels, forming information 

stimulus. The information stimulus can stimulate stu-
dent minds to process the information, and produce 
recognition memory. If the information stimulus ac-
cords with positive experience, the students may gen-
erate positive emotions, otherwise they will generate 
negative emotion. Emotions are difficult to perceive 
but facial expression can be detected. Picard [2] elabo-
rated affective computing which has the ability to de-
tect people's emotions. It can be further applied in 
CAL, information retrieval and computer-human in-
teraction.  With improvement of computer computa-
tional efficiency, there are many mature researches on 
facial expressions recognition. These researches cap-
tured human faces through web cams, classified the 
facial expressions through various computerized algo-
rithms, and further evaluated emotional reactions.  
Digital learning assisted with affective computing-
based human-machine interface provides effective and 
objective feedback for teaching activities and can serve 
as reference for adjustment of learning strategies and 
teaching skills.  Facial expression recognition system 
can perform learning status analysis, learning difficul-
ty diagnosis, learning mental state detection, emotional 
recognition, and attention analysis according to facial 
expression features [4-10]. 

Students have different degree of perception to mul-
ti-media textbook contents because every one has dif-
ferent coding abilities for information stimulus. Cod-
ing ability is the start of human cognizing information. 
More efforts are spent when coding tasks are more and 
complicated. The learning effectiveness is also affected. 
Learning is a mental activity. It can be determined 
whether students produce learning through overt be-
haviors. One of the clues is to observe whether eyes 
and faces of students show pleased and satisfied ex-
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pressions. 
The past affective computing used simple 

webcams as image capture devices. Due to limited res-
olution, image quality and evenness of light, in order 
to capture apparent facial expressions, some expres-
sions were inevitably exaggerated to fulfill detection 
and recognition. In this paper, we captured real facial 
expressions of students in multimedia learning envi-
ronment. In order to make facial expressions in learn-
ing process have more significant difference, multime-
dia English textbooks to which Taiwanese students are 
not unaccustomed were selected as information source, 
and teaching contents with different difficulties were 
used to give information stimulus to students. The so-
cial reactions resulted from coding results and cogni-
tive load were displayed on the facial expression, 
which were detected through facial expression recog-
nition system. The following issues are mainly dis-
cussed.   

1) How does the system detect and recognize faci-
al expression and social reaction in natural learning 
state?   

2) What are social reactions of students with dif-
ferent English listening and visual abilities when learn-
ing multimedia textbooks with different difficulties?   

3) Discuss a relationship between facial expres-
sions and social reactions in learning. 

2 BACKGROUND AND RELATED WORK 

2.1 Cognitive Theory of Multimedia Learning 

Multimedia learning means students learn from 
both words and pictures, so multimedia learning is 
also called dual-code learning or dual-channel learning.    
Words contain written words input for eyes and sound 
words input for ears, and belong to word type. Pic-
tures contain static pictures (illustrations, coordinate 
graphs, diagrams, photos and maps) and dynamic pic-
tures (animation and video), and belong to picture 
type; both are information processing system for hu-
mans (as shown in Figure 1). Multimedia information 
forms sound and image memories in minds through 
input by sensory organs. The sound memory is pro-
cessed through word model, and the image memory is 
processed through picture model. If the students want 
to produce learning, they must integrate the results 
from processing of word model and picture model 
with the previous knowledge (old experience) in long-
term memory area, establish comprehensible and 
meaningful knowledge in the working memory area, 
and store the knowledge as new schema in long-term 
memory area [12]. 

Fig.1 Cognitive Theory of Multimedia Learning 

 
Decoding is the restoration process of output symbols 
of the signal source. This process changes with indi-
vidual experience, and is crucial to producing facial 
expression. The facial expressions can occur when the 
addressee can interpret the information based on his 
experience and convert it into his inner feeling.  In this 
paper, multimedia textbooks are used to give visual 
and auditory stimuli to learners. In theory, working 
memory can control sensory organs to make reaction 
after integration. These reactions include facial expres-
sion, sound, body actions, physiological responses and 
etc. This paper focuses on facial expressions. The Eng-
lish textbooks which Taiwanese students are not famil-
iar with were used to produce difference in seeing and 
hearing abilities of foreign language. Facial expression 
of students can be observed in learning textbooks with 
different stimulus. The observed facial expressions 
were sent back to teachers, providing reference for ad-
justing and evaluating student learning effect and reac-
tions to the textbooks. 

2.2 Cognitive Load Theory 

Sweller, van Merrierboer, and Paas [13] consid-
ered cognitive load means mental load which occurs 
when specific task is added to learner’s cognitive sys-
tem.  The leaning effectiveness will be affected when 
the load exceeds the range which an individual can 
bear. Gerjets and Scheiter [14] also extended this theo-
ry, and suggested framework of cognitive load theory 
for teaching design, textbook contents and textbook 
complexity.   

Fig.2 Theoretical framework of cognitive load 

 
The research also indicated cognitive load is exces-

sive if information received by a learner exceeds his 
cognitive ability. As a result, the individual cannot 
recognize information meanings, and information pro-
cess failed.  If the total cognitive load by the infor-
mation is within the individual load capacity, the indi-
vidual can continue to process the information effec-
tively. In information processing theory, cognitive load 
means learning load in working memory area. The 
working memory has limited storage capacity. Over-
loaded working may cause excessive cognitive load 
(high cognitive load). In this case, the learners cannot 
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concentrate their attention, and this may have negative 
impact on learning emotions. Hence, learning effec-
tiveness is lower [13].   

Brunken et al. [15] suggested two methods of 
measuring the cognitive load (mental load) spent by 
individuals in learning, as follows:   
a. Subjective measurement: This method is based on 

the subjects who have an ability of recalling cogni-
tion in learning and can clearly indicate consump-
tion of mental efforts.  If questionnaire survey is 
conducted, the subjects are required to indicate 
metal efforts in learning, textbook difficulty and in-
dividual ability level.    

b. Objective measurement: This method assumes cog-
nitive load change can be reflected in physiological 
changes, including heartbeat, brain activities, eye 
movement, neuroimaging and behaviors.   

The proposed ERAS is an application of the objective 
measurement. However, in order to demonstrate the 
system feasibility, the cognitive load is verified by 
comparing with the cognitive load by subjective meas-
urement.  

2.3 Facial Expression Recognition and Facial 
Action Coding System 

Affective computing belongs to artificial intelli-
gence. It uses massive computing, deduction and 
learning to enhance perception. The first important 
one is affective perception. Affective perception signals 
can be from objective physiological changes, such as 
facial expression, sound, pulse, breathe, brain waves, 
eyeball movement, body movement and etc. Emotion 
is a brain’s appraisal for sensory stimuli, and a reaction 
resulted from emotional experiences. The reactions 
shown on faces are facial expressions, such as happi-
ness, anger, sadness, fear, surprise and disgust; reac-
tions shown on visceral nerve may change pluse, 
breathe, blood pressure, pupils, body temperature, 
brain waves, muscle and skin electric conductivity. 
Facial expression is a natural way to show inner emo-
tional reactions. The emotional expressions are mainly 
shown on mouths, eyes and eyebrows.  Thus, the sys-
tem must recognize and analyse the three parts.   
Ekman suggested facial expression combinations of 
Facial Action Coding System (FACS) [16-17]. It has one 
or combines several relevant facial action units, which 
can enhance facial expressions recognition. Ekman and 
Friesen defined 44 facial action units (AU) from upper 
face and lower face, and six basic emotions as per the 
facial expressions: Happiness, Anger, Sadness, Fear, 
Surprise, and Disgust et al. Due to complicated rela-
tionship between human facial expressions, the action 
units may be combined with other action units. Thus, 
description of facial expressions and degree may be 
different.  Although FACS defined 44 facial action 
units, the operator can select action units related to the 
operation goal in practice according to needs, and op-
timal recognition effect can still be achieved. 

3 THE DESIGN OF EXPRESSION RESPONSE ANALYSIS 

SYSTEM(ERAS) 

Implementation of ERAS contains three steps:  fa-
cial detection, feature extraction and location, and ex-
pression classification and recognition.   
3.1 Facial Detection 

We used OpenCV AdaBoost (machine learning al-
gorithm), and Haar-Like for facial detection [18,19].  
OpenCV trained facial detection cascade classifier, in-
cluding face, eyes (including left eye, right eye and 
eyes), nose and mouth to finish detection of face or 
specific locations.  One static facial image contains eyes, 
nose and mouth. The total average detection time is 
around 0.6 sec, and detection frequency is extremely 
high.  The distance between eyes and brows are too 
close. In order to avoid mutual interference in the two 
extraction areas, the image sequence is duplicated to 
extract four areas: brows, mouth, left eye and right eye.  
The flow chart for facial detection and feature extrac-
tion is shown in fig.3.   

Fig. 3 Flow chart for face detection and feature extraction 

3.2 Feature Extraction and Location 
We observe changes in facial expressions mainly 

through three parts, brows, eyes and mouth. The fea-
ture points performed image processing and dis-
placement measurement for the three areas. Thus, 10 
feature points were selected as measurement basis (as 
shown in Figure 4).  Point A and Point B represent left 
and right corners of mouth respectively. When corners 
of mouth turn upwards, point A and point B raise. The 
upper and lower lips are linked, CC’ distance can rep-
resent mouth opening and closing. Eyelids are linked. 
EE’ and FF’ distance can represent eye opening and 
closing. Even, eye blink or closing can be determined 
through closing time. Inside corners of eyebrows are 
also important in facial expression. This can be ob-
served through up and down of Point D and Point D’ 
and distance between the two points. 
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Fig. 4 Location of face feature points 
 

3.3 Feature Distance Vector 
Feature vector is important basis for classification 

of facial expressions. The data changes have meanings.   
AB feature point is taken as an example. When smile is 
shown on face, corners of mouth turn upwards, vtAB 
is expanded and enlarged, and vtA and vtB are also 
enlarged. This is AU12. Swallow may also enlarge 
vtAB. However, corners of mouth do not turn up-
wards. Thus, vtA and vtB are not enlarged. This is 
AU20. With smile, the upper and lower lips become 
thin, and vtCC’ are shortened. This is AU12+24. When 
laugh is shown in face, the upper and lower lips are 
opened, and vtCC' is enlarged. This is AU12+25,26,27 
according to vtCC' stretched length. When yawning or 
feeling sad, opening upper and lower lips enlarges 
vtCC’. However, corners of mouth are downwards. 
Thus, this is AU15+25,26,27. The original data of vtAB 
feature vector are shown in Fig. 5.   

Fig. 5 Diagram of vt image sequence (before conversion)  

The real-time image detection and human breathe 
may cause fluctuation and jiggle. The feature vector 
may change slightly. This is not good for subsequent 
classification and identification.  Thus, the experi-
mental subjects must keep no facial expression for 2-3 
seconds. This can facilitate the system to detect neutral 
(neu). The neutral value is used as benchmark, -10% is 
lower threshold value, and +10% is upper threshold 
value. They are converted through Equation 1.   

 
After threshold value conversion (cnv), vt vector is 
shown in Fig. 6. Fig. 7 and 8 represent feature vector 
change of mouth and upper and lower eyelids.    

 

Fig. 6 Diagram of cnv image sequence (after conversion)  

 

(a)neutral (b) (c) (d) 

Fig. 7 Diagram of change in mouth feature vector   

 

 

    
(a)neutral (b) (c) (d) 

Fig. 8 Diagram of change in feature vector of upper and 

lower eyelids   

 
3.4 Expression Recognition and Classification 

This paper aims at social reactions represented by 
natural facial expressions of students after they re-
ceived textbooks with different stimuli. Rule-Based 
Expert System was used for identification of feature 
vectors of each location, and FACS AU for recognition.   
Brow’s AUs (AU1, AU4) 

Brow’s AUS are used to identify up and down of 
points D and D’ and DD’ flexing distance. DD' distance 
may not change when we consider up and down of 
points D and D'. Thus, the identification rule is divided 
into two parts for classification.   
Eye’s AUs (AU5, AU7, Blink, Close) 

Eye action is very rapid, and action maintenance 
time must be considered.  If eyelid closure distance (EE’ 
and FF’) is longer, the maintenance time is shorter; if 
the eyelid closure distance is shorter, the maintenance 
time is longer. Both are exclusive. In the same frame, 
when AU5 (opening eyes) is determined, AU7 (eyelids 
tightening, blink and closure) is impossible to occur.   
The webcam shooting speed is 10FPS, and the mainte-
nance time is 0.5 second (5 frames).  When the eyelid 
closure distance is ≤0.01 and the maintenance time of 
action is less than 0.5, the facial expression is blink. If 
the maintenance time exceeds 0.5, the facial expression 
is blink.   

*0.7 ,   *0.9

*1.3 ,   *1.1

        , 

neu if vt neu

cnv neu if vt neu

neu other




 


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Mouth’s AUs (AU12, AU15, AU20) 
Action of corners of mouth is crucial to producing 

mouth expression. The basis is up and down of points 
A and B, and AB distance.  When people feel pleased, 
corners of mouth may turn upwards, showing a smile; 
when people feel unpleased, there is no facial expres-
sion, or corners of mouth are downwards; when peo-
ple feel bored or uninterested, corners of mouth may 
stretch, showing escape.    
Lips’s AUs (AU24, AU25, AU26, AU27) 

Opening and closing of upper and lower lips can 
lift reaction range of mouth expression, and the main 
basis is CC’ distance.   We can take neuCC’ as an ex-
ample. If less than neuCC’, the upper and lower lips 
are tense, and CC’ distance is shortened; if exceeding 
neuCC’, the mouth is opened, and CC’ distance is en-
larged. There is small open-wide AU25, medium open-
wide AU26 and big open-wide AU27.   
AU Combinations 

Ekman and Friesen defined 44 action units from 
upper face and lower face, and defined six basic emo-
tions: Happiness, Anger, Sadness, Fear, Surprise and 
Disgust.  This paper summarizes 11 action units ac-
cording to the facial expressions of the students after 
they received information stimuli. The AU combina-
tions are defined according to the basic six emotions, 
as shown in Table 1.   
 

Table 1 AU combinations of basic emotions 
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Upper 

Face 

AU1 ● ● ●  ●  

AU4   ● ● ● ● 

AU 5  ● ● ●   

AU 7 ●    ● ● 

Lower 

face 

AU 12 ●      

AU 15  ● ● ● ● ● 

AU 20   ●   ● 

AU 24 ●  ● ● ● ● 

AU 25 ● ● ● ● ● ● 

AU 26 ● ● ● ● ●  

AU 27 ● ● ● ● ●  

4 THE IMPLEMENTATION OF EXPRESSION RESPONSE 

ANALYSIS SYSTEM(ERAS)  

ERAS contains three modules: image extraction mod-
ule, facial expression recognition module, and emo-
tional reaction analysis module.  
4.1 Image extraction module  

Image extraction module is simple in interface op-
eration, and has image location adjustment and warn-
ing functions. It runs on the computers of the tested 
students. Due to small interface and simple functions, 
it can reduce psychological impact on tested students, 
and make images and locations of tested students con-

sistent.  Its main outcome is AVI file of the facial ex-
pressions of tested students in learning. These files are 
convenient for future processing and application. 
When the green light is on (as shown in Figure 9a), 
face location of one tested student is suitable, and dis-
tance to the lens is normal (60~70cm); when the yellow 
light is on, face location of the tested student deviates, 
and is still accepted; when the red light is on, face of 
the tested student cannot be detected, or the system 
cannot perform processing and recognition. The tested 
students shall avoid red light.  During program execu-
tion, the correction window (as shown in Figure 9b) is 
in central upper edge of the screen, and below the 
webcam. Its function is like a mirror, and tested stu-
dents can exercise facial expressions besides adjust-
ment of face location. After pressing down “Record”, 
the correction window is hidden to prevent interfer-
ence with testing.  

(a) 

(b) 

Fig. 9 Operation picture of image extraction module 

 
4.2 Facial expression recognition module  

The facial expression recognition module runs at 
back end. It mainly process facial expression images of 
the tested students, including image processing, fea-
ture point marking, calculation of feature vector and 
conversion. At last, all the feature vectors are recog-
nized to action units, and then text files are input. The 
detail processing method is illustrated in section 3.4.  
This module can be used for detection of dynamic im-
ages, as shown in Figure 10. 

Fig. 10 Facial expression recognition module—dynamic 

image detection 
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4.3 Facial expression analysis module   
The facial expression analysis module is also back-

end program. Due to close relations between facial ex-
pression and time sequence, facial expression analysis 
is conducted after all AU are recognized.  If hold time 
of eye closure is ≤0.5 seconds (around 5 frames), it is 
eye blink. If the time exceeds 0.5 sec, it is eye closure.  
The facial expression analysis module takes frame as 
analysis unit. It analyses AU from one frame. Thus, 
one frame produces one facial expression.  The facial 
expression analysis rule is performed one frame by one 
frame as per AU combination table (Table 1).  The faci-
al expression analysis module (as shown in Figure 11) 
uses AU recognition results from the facial expression 
recognition module to analyse facial expressions. 

Fig. 11 Operation picture of facial expression analysis 

5 ERAS FOR TEACHING EXPERIMENT 

The study investigated classes of grade three in data 
processing department of a vocational college in Tai-
chung, Taiwan. Among the students who have normal 
visual and auditory sensory organs and are good at 
computers, one student with lower English score (low 
coding ability) and one student with higher English 
score (high coding ability) were selected. From differ-
ence between the two students in seeing and listening 
abilities, we analyzed and compared emotional reac-
tions and facial expressions of the two students in 
learning, and applied the results to evaluate learning 
effectiveness and textbook difficulties.  
5.1 Taching Material and Object 

In order to make the seeing and hearing abilities of 
the students have significant difference, the textbooks 
with three stimulus degrees “Chinese/Chinese”, “Sce-
nario/English”, and English/English were used in the 
experiment (as shown in Table 2). The three textbooks 
have visual and auditory sensory stimulus functions. 
Thus, we can discuss social reactions represented by 
facial expressions of students who had difference in 
seeing and hearing abilities after receiving stimuli of 
the three textbooks.  

Please note that math equations might need to be refor-
matted from the original submission for page layout reasons. 
This includes the possibility that some in-line equations will 
be made display equations to create better flow in a para-
graph. If display equations do not fit in the two-column for-
mat, they will also be reformatted. Authors are strongly en-

couraged to ensure that equations fit in the given column 
width. 

 
Table 2 Textbook introduction 

Textbook 1 Textbook 2 Textbook 3 

Chinese Scenario English 

Chinese English English 

Easy to learn A little difficult Extremely difficult 

One-to-one multi-media 

textbook teaching; in-

troduce computer VB 

Language-Arithmetic 

Operation unit. 

One-to-one multi-media 

textbook teaching; play 

English scenario dia-

logue textbook without 

subtitle. 

One-to-one multi-media 

textbook teaching; in-

troduce computer data 

structure-Stacking unit. 

Discuss facial expres-

sion reactions in learn-

ing without any re-

striction on visual and 

auditory sensory stim-

uli. 

Discuss facial expres-

sion reactions in learn-

ing with slight re-

striction on visual and 

auditory sensory stim-

uli. 

Discuss facial expres-

sion reactions in learn-

ing with restriction on 

visual and auditory 

sensory stimuli. 

Easy Easy Medium 

Easy Medium Difficult 

81 sec 59 sec 96 sec 

 
Before teaching textbooks, teachers shall introduce 
learning units of the textbooks, and assist students in 
establishment of learning goal in each unit. This can 
help students know the learning points of the text-
books. After experiment, subjective measurement is 
used to assess cognitive load of mental efforts. The 
post-learning test may also evaluate learning effective-
ness for teaching content, and asks several questions to 
test whether students can clearly understand visual 
and hearing contents. This is the basis for appraisal of 
learning effectiveness.  The student with low English 
test score is regarded to have “low coding ability (S1)”, 
and the other student with high English test score is 
regarded to have “high coding ability (S2)”.  The pur-
pose of distinguishing the low and high coding abili-
ties is to conduct difference comparison of facial ex-
pressions from experiment results. Background data of 
the tested students are shown in Table 3. 
 

Table 3 Background data of tested students 

Tested student 

No. 

Average 

score of 

computer    

Information 

ability 

Average 

score of 

English   

Language 

seeing and 

hearing 

abilities 

S1 (Male) 88 Strong  60 Weak  

S2 (Female) 94 Strong  78 Strong  

 
In the experiment, we obtained facial expression of S1 
and S2 when learning the three textbooks with differ-
ent stimuli and observed time sequence of facial ex-
pression reactions caused by the textbook contents.  In 
the experiment, we can mainly take facial expressions 
in normal learning, and did not require students inten-
tionally constrain or show certain facial expressions for 
system detection. Thus, tiny change in facial expres-
sions and lighting source can change detection value. 
Learning state of the students can be observed through 
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frequency and time interval of facial expressions. 
Based on information processing theory and cognitive 
load theory, if the students adapt to the textbook con-
tents, they will have positive reactions or maintain 
neutral facial expression reactions; if they cannot adapt 
to the textbook contents, they will have negative facial 
expression reactions. For cognitive load estimate, the 
subjective measurement adopts scale. The first ques-
tion is assigned with 3 score for Yes, 2 score for Aver-
age, and 1 score for No; the questions 2-4 are assigned 
with 1 score for Yes, 2 score for Average and 1 score. 
5.2 Facial expressions and social reaction analysis  
Experiment 1: Facial expression reactions towards 
textbook 1   
The textbook contents are presented in Chinese, and 
the auditory part is Chinese.  For the students, infor-
mation input in visual and auditory sensory organs 
was not restricted. Only their language seeing and 
hearing abilities were different in information coding, 
and this affected cognitive load. Thus, facial expres-
sions are shown.  According to the experimental re-
sults, besides more neutral facial expressions, S1 had 
36 negative facial expressions and S2 had 22 positive 
facial expressions (as shown in Table 4). This indicates 
the student with high coding ability adapted to the 
textbook better than the other with low coding ability. 
 

Table 4 

Detection results of facial expression reactions to textbook 1 
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S1 82  7 0 0 766 0 0 0 36 16 

S2 83  4 22 0 794 0 0 0 0 12 

 
In the experiment, S1 had 95.5% of neutral facial ex-
pressions, and S2 had 97.3% of neutral facial expres-
sions. Both concentrated their attentions in learning. 
They were not required to intentionally constrain or 
show certain facial expressions. In the normal learning 
environment, emotional state was stable. Thus, many 
neutral facial expressions are normal.  From time se-
quence of facial expressions, the negative facial expres-
sions of S1 were concentrated between 38 and 65 sec 
(as shown in Figure 12a), and the blink frequency was 
also increased (Figure 12b). The system detection re-
sults showed disgust. From the subjective measure-
ment result of S1, S1 considered the teaching speed 
was too quick. Cognitive load increased, and negative 
facial expressions showed. In the last half part, the 
blink frequency was decreased. It seemed that cogni-
tive load may be reduced.  During 20~30 sec, S2 were 
interested in robot animated images of operators and 
showed positive facial expression reactions (in Figure 
13a). Blink frequency is around 8.7 times per minute 
(Figure 13b). This frequency is similar with that of a 
person who attentively reads before screen. This indi-
cates cognitive load of S2 was still within his load ca-

pacity, and S2 adapted to and concentrate his attention 
on the textbook contents. 
The subjective measurement results of the two stu-
dents were "fully understand". In the textbook 1, per-
cent of correct answers in the textbook 1 is 100%. Sub-
jective measurement results are consistent with post-
learning results (in Table 5). Although the students 
showed many neutral facial expressions, they can 
achieve learning effectiveness as long as they concen-
trated attention. 

(a) 

(b) 
Fig. 12 Analysis chart of S1 facial expression to textbook 1 
 

(a) 

 

(b) 
Fig. 13 Analysis chart of S2 facial expression to textbook 1 

Table 5 Learning effectiveness of textbook 1 and answers in 

learning sheet 
Item  S1 S2 

Do you think teaching speed of the textbook  

is too quick? 
Yes (3) No (1) 

Are you interested in contents of the text-

book 1?  
Fair (2) Yes (1) 

Can you understand all the contents of the 

textbook 1?  
Yes (1) Yes (1) 

Can you understand teaching contents of the 

textbook 1?   
Yes (1) Yes (1) 

Operators of the robot are / and Mod?  No(O) No(O) 

 2 * ( 1 – 3 ) ^ 2 is equal to 8?  Yes(O) Yes(O) 

2 Mod 5 – 30 \ 3 * 2 is equal to -18?  No(O) No(O) 

The rule of operator precedence is exponent, 

negative, quotient, multiplication, division, 

addition and sub?  

No(O) No(O) 

Are the operators with the same priority are 

calculated from left to right?  
Yes(O) Yes(O) 

Does integer division means taking integer 

part of quotient?  
Yes(O) Yes(O) 
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Experiment 2: Facial expression reaction to textbook 2  
The textbook contents are “somewhat difficult". The 
text, visual part, is presented by scenario and action, 
and the listening part is spoken by English.  The stu-
dents may have difficulty in auditory sense. If the stu-
dents have correct coding for auditory information, the 
visual part can help them increase learning effective-
ness; if they have wrong coding for auditory infor-
mation, they may misunderstand the textbook only 
with visual information.  Thus, coding of the scenario 
content can be correct when visual information is 
combined with auditory information. This is the situa-
tion that the experiment intends to create.  From the 
experimental results, S1 showed 178 times of negative 
facial expression reaction towards the textbook, and S2 
still showed 40 times of positive facial expression reac-
tion (as shown in Table 6) besides neutral facial ex-
pressions. This shows the student with high coding 
ability adapted to the textbook better than the other 
student with low coding ability.  Meanwhile, increas-
ing textbook difficulty resulted in high probability of 
negative facial expressions shown by the student with 
low coding ability. 
 

Table 6 

Detection results of facial expression reactions to textbook 2 
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S1 percentage of negative facial expression reactions 
was increased by 31%. The textbook 2 is spoken by 
English for information transmission. This restricted 
hearing channel. Dual-channel information input was 
reduced to single channel. This also affected learning 
effect, and increased cognitive load. Thus, more nega-
tive facial expression reactions were shown. From the 
duration of facial expressions, S1 showed negative fa-
cial expressions during 17~35 sec and 39~50 sec (as 
shown in Figure 14a). At the end of the two time inter-
vals, S2 showed positive facial expressions (as shown 
in Figure 15a). The first part of the textbook describes 
the hero forgot his wallet, and the last part describes 
the car key was locked in the car. The hero had two 
antics which triggered positive facial expressions of S2.  
In S1 learning sheet, all the answers in the auditory 
perception test were wrong, but visual perception test 
were right. The correct rate is 50% (Table 7). It can be 
seen that S1 used visual sensory channel to comple-
ment deficiency of auditory sensory channel. This low-
ered learning effectiveness, and information interest-
ingness because of difficulty. Thus, S1 did not show 
the same positive facial expression as S2.  This indi-
cates facial expressions of the students are actually re-
lated to cognitive load. The student with low coding 
ability tended to show negative facial expression be-

cause of cognitive overload. 
The average blink frequency of S1 was 22 times per 
minute in learning textbook 2 (Figure 14(b)), and 11.7 
times per minute in learning textbook 1. The blink be-
came more frequent. The average blink frequency of S2 
was 10 times per minute in learning textbook 2 (Figure 
15b), and 8.7 times per minute in learning textbook 1. 
The difference is small. S2 still showed positive facial 
expression. It can be seen S2 well adapted to the text-
book 2. The correct rate of S2 was 100% (Table 7). 
The subjective measurement result for S1 learning 
cognition is “fully understand visual part and partly 
understand listening part”. All the answers in the vis-
ual perception test were right, but in the listening test 
were wrong. This indicates subjective measurement 
overestimated listening part.  The subjective measure-
ment result of S2 cognitive load is "fully understand 
the visual part and the  listening part". This indicates 
the measurement result is consistent with post-
learning result (Table 7). 

(a) 

(b) 

Fig. 14 Analysis chart of S1 facial expression to textbook 2 

(a) 

(b) 

Fig. 15 Analysis chart of S2 facial expression to textbook 2 

Table 7 Learning effectiveness of textbook 2 and answers in 

learning sheet  
Item  S1 S2 

Do you consider the hero and heroine 

talked too quickly?   
Yes (3) No (1) 

Are you interested in contents in the 

textbook 2?  
Fair (2) Yes (1) 

Can you fully understand scenario 

content of the textbook 2?   
Yes (1) Yes (1) 

Can you fully understand talk content in 

the textbook 2?  
Fair (2) Yes (1) 

Does the heroine sit on the left side of Yes(O) Yes(O) 
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the hero?    

Is the dining table rounded? Yes(O) Yes(O) 

Did the hero forget the car key when he 

returned to the house?  
No(O) No(O) 

Did the hero return the house to make 

an important call?  
Yes(X) No(O) 

Has the hero found the wallet?   Yes(X) No(O) 

Did the heroine guess the car key is 

locked in the car?  
No(X) Yes(O) 

 
Experiment 3: facial expression towards textbook 3  
In order to further test facial expressions of the student 
with different language visual and listening abilities 
under cognitive load caused by textbook difficulty, this 
textbook contents are extremely difficult. The text, 
namely visual part, is in English and the listening part 
is spoken in English. The visual and auditory senses of 
the students were restricted, and they had to code the 
information with their language coding ability. The 
cognitive load was increased by using more difficult 
textbook contents, so as to observe the facial expres-
sions.  The textbook contents are not standard course 
for vocational colleges, and are about the data struc-
ture – push and pop in the stacking unit.   For the stu-
dents, the textbook 3 was strange and not easy to un-
derstand. Visual and auditory sensory channels were 
restricted. Information coding process was arduous. 
The experimental results showed S1 with low coding 
ability had 308 times of negative facial expressions 
(Table 8 and Figure 16) in learning the textbook, with 
increase rate of 32.4%. The correct rate only reached 
16.7% (Table 8). The visual and auditory sensory chan-
nels were restricted. The learning had no effectiveness. 
Indeed, increase of cognitive load will induce more 
negative facial expressions.    The S2 with high coding 
ability also had 26 times of negative facial expressions 
(Table 8 and Figure 17), with increase rate of 2.7%. This 
reveled the textbook 3 caused S2 cognitive load to 
reach critical value. The correct rate was decreased to 
83.3% (Table 9). Teachers shall pay attention to this 
result. Teachers shall avoid using a strange way to pre-
sent the textbook contents. Teachers listed terms and 
charts on the blackboard but failed to convert the lan-
guage, resulting in cognitive overload of students. This 
is not useful for learning effectiveness. 
 

Table 8 

Detection result of facial expression to textbook 3 
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The blink frequency of S1 and S2 was 26.6 times and 
18.8 times per minute respectively. In learning the 
textbook 3, both blink frequency was the highest. This 
revealed the textbook difficulty is positively related to 
the blink frequency. High textbook difficulty causes 

high cognitive load and distractions, accompanied by 
higher blink frequency (Figure 16(b) and Figure 17(b)).  
The subjective measurement result of S1 is “partly un-
derstand visual part and cannot understand listening 
parts”. Only one answer was correct in the visual per-
ception test, and all were wrong in the auditory per-
ception test. The subjective measurement result is con-
sistent with that of post-learning test (Table 9). The 
subjective measurement result of S2 cognitive load is 
“partly understand visual part, and partly understand 
listening part”. All the answers by were correct in vis-
ual perception test, and only one answer was wrong in 
the auditory perception test. The subjective measure-
ment underestimated the visual part. The listening 
part was main cause for cognitive load reaching the 
critical value. The subjective measurement for listening 
part is consistent with that of the post-learning test. 

(a) 

(b) 

Fig. 16 Analysis chart for S1 facial expression to textbook 3 

 

(a) 

(b) 

Fig. 17 Analysis chart for S2 facial expression to textbook 3 

Table 9 Learning effectiveness of textbook 3 and answers in 

learning sheet  
Item  S1 S2 

Do you think teaching speed of the textbook 

3 is too quick?  
Yes (3) Yes (3) 

Are you interested in the textbook 3 con-

tents?   
No (3) Fair (2) 

Do you fully understand text contents of 

textbook 3?  
Fair (2) Fair (2) 

Do you understand teaching content of the 

textbook 3?   
No (3) Fair (2) 

In empty stack, size () can be used for detec-

tion?  
Yes(X) No(O) 

In operation example, is number 5 firstly Yes(O) Yes(O) 
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placed in the stack?  

In operation example, is number 6 firstly 

placed in the stack?   
No(X) No(O) 

Is adding data to the stack called pop?  No(X) No(O) 

Is stack top mark called push?  Yes(X) Yes(O) 

In empty stack, is the returned value from 

detection equal to 1?  
Yes(X) Yes(X) 

 
5.3 Experimental Results and Analysis 

From information processing theory and limited ca-
pacity of cognitive load theory, if the information re-
ceived by individuals exceed their processing capacity, 
cognitive load is high, and information processing fails. 
Students have worries and fears, even negative emo-
tion frustration. The emotions shown on face are nega-
tive facial expressions.  If the information processing 
does not exceed individual load capacity, the individ-
uals can still effectively deal with information. In nor-
mal teaching environment, mental state of students is 
stable, and facial expressions are natural. Thus, many 
neutral facial expressions are rational. Further, learn-
ing has effectiveness as long as students concentrate 
their attentions.  The research indicated foreign lan-
guage anxiety is negatively related to performance of 
foreign language reading. Performance of the students 
with low anxiety is significantly higher than perfor-
mance of the students with high anxiety.  The students 
with low anxiety have better English reading perfor-
mance than those with high anxiety. The anxiety emo-
tion may affect performance of tested students. During 
learning, cognitive load is high if the students consume 
too many mental efforts. Mental pressure and learning 
anxiety are main cause of producing study emotions. 
The experimental results demonstrated facial expres-
sions in learning is related to cognitive load. Thus, 
students with positive expressions have better learning 
effectiveness than those with negative expressions.  In 
design teaching activities and contents, teachers shall 
consider cognitive load of the students, so as to main-
tain learning effectiveness. 
We employed often used subjective measurement to 
assess mental efforts of the students. The two students 
considered the textbook 1 is the simplest, the textbook 
2 is more difficult and the textbook 3 is the most diffi-
cult. The result is consistent with the experiment de-
sign.  ERAS can observe the learning state of the stu-
dents by detecting physiological reactions facial ex-
pression and eyes movement. The experimental results 
showed the higher learning difficulty is, the higher 
cognitive load is. The negative emotion instinctively 
appeared on face to form negative facial expressions. 
Also, distraction increases blink frequency.   S2 
showed positive facial expressions towards operator 
robots in the textbook 1 and hero antic in the textbook 
2. In other time, S2 showed neutral facial expressions 
which can be interpreted as normal facial expressions 
towards learning. The students may show positive fa-
cial expressions towards their interested contents, but 
the duration is short. When the textbook transfers new 

information, and guide the students enter another cod-
ing phase, or degree of interest was reduced, the posi-
tive facial expression terminated.  When total cognitive 
load of the students exceeds their load capacity, the 
facial expressions are negative due to pressure and 
anxiety. The duration of the negative expressions is 
longer, and last until students complete one infor-
mation coding, cognitive load is reduced to the load 
capacity or the negative emotions disappear.   Thus, 
teachers shall give sufficient rest time to students, such 
as telling story and joke, and dismissing class, and 
make them have more time to code information, and 
thus reducing cognitive load. 
In this paper, dual-channel interaction of CTML was 
applied in learning experiment. The students were in-
duced to show facial expressions by increasing their 
cognitive loads with different language visual and au-
ditory abilities. ERAS can effectively detect and recog-
nize facial expressions of the students, and help assess 
learning effectiveness of students and difficulty of the 
textbooks provided by the teachers. 
 

Table 10 Summary of experiment results 

Questions  S1 S2 

Are you nervous in the experiment?   No No 

Did you keep natural facial expressions as 

usual in the experiment?    
Yes  Yes 

Did you concentrate your attentions on 

learning in the experiment?    
Yes Yes 

How do you prioritize the three textbooks 

according to levels of difficulty?  

Textbook 1 

Textbook 2 

Textbook 3 

Textbook 1 

Textbook 2 

Textbook 3 

Which textbook you can adapt to best 

among the three textbooks?   
Textbook 1 Textbook 1 

Which textbook you cannot adapt to most 

among the three textbooks?   
Textbook 3 Textbook 3 

How do you feel when you can understand 

the textbook contents in the experiment?   

Relaxed and 

pleased   

Relaxed and 

pleased 

How do you feel when you cannot under-

stand the textbook contents in the experi-

ment?   

Disgust and 

reject   

Seriously gaze  

Sad and help-

less   

Fear pressure   

6 DISSCUSSION AND SUGGESTION 

The experimental result revealed that analysis of learn-
ing effectiveness through facial expressions has the 
following characteristics. 

Facial expression is outward reflection of inner emo-
tions. When the textbook arouses interesting from the 
students, the learning emotions can be reflected by 
facial expression. Generally, information can be inter-
preted by the individual experience and converted into 
inner perception.  Positive experience or emotions (joy-
ful, surprise, happiness, pleased, expected, affirm, 
trust, humor and curious) can produce positive facial 
expressions. Negative emotions (anger, fear, sadness, 
disgust, dull, dejected, reject, pressure, anxiety, pessi-
mism, nervous and doubt) can produce negative facial 
expressions.  S2 was interested in lovely operator ro-
bots in the textbook 1, and smiled. At the same time, S1 
had no reaction; in the last half part, S1 was not 
pleased because of a bit faster teaching speed. Through 
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the system detection, S1 showed the negative facial 
expression—disgust. At the same time S2 had no facial 
expression (Figure 18). In the textbook 2, it can be seen 
the situations were similar. S2 was interested in hero 
antics, and induced to show positive reaction. S1 can-
not understand the scenario and attempted to guess 
the scenario contents, so interest degree of antics was 
lowered. S2 understood the dialogue contents and felt 
relaxed. The antics played a role (in Figure 19). 

Students show positive facial expressions when they 
are interested in novel textbook contents. If they re-
ceived negative information from negative textbooks, 
they showed negative facial expressions.  When people 
have natural state and are not affected by emotions, 
their facial expressions will have no change. Even un-
conscious habitual actions are meaningless which are 
classified into neutral facial expressions in this paper. 
The above three facial expressions have the same value 
in evaluation of learning effectiveness. Positive expres-
sions do not mean the best learning effectiveness, and 
negative expressions do not mean the worse learning 
effectiveness.  Teachers shall preset facial expressions 
of the students towards the textbook contents, and 
check whether they are consistent with those in actual 
learning. If the teachers preset positive expression and 
the students show negative expression, this is not good, 
vice versa.  The neutral reactions of S1 and S2 were 
95.5% and 97.3% in the textbook 1. The correct rate was 
100%. Especially, S2 neutral reactions exceeded 90%. 
The correct rate was also high (Table 11). The indicated 
the students have neutral facial expressions in leaning. 
The cognitive load was still within the load capacity, 
and the working memory was not overloaded. No 
negative emotions occurred. Thus, facial expressions 
had no change. The learning had effectiveness as long 
as the students concentrated their attentions on learn-
ing and had mental activities. 
 

Table 11 Summary for percent of social interaction and cor-

rect rate 
Textbook(student) 

\social interaction 
Positive  Neutral  Negative Correct rate  

Textbook 1(S1) 0% 95.5% 4.5% 100% 

Textbook 2(S1) 0% 69% 31% 50% 

Textbook 3(S1) 0% 67.6% 32.4% 16.7% 

Textbook 1(S2) 2.7% 97.3% 0% 100% 

Textbook 2(S2) 6.9% 93.1% 0% 100% 

Textbook 3(S2) 0% 97.3% 2.7% 83.3% 

 
Attention is paid to time in observing facial expres-

sions. The students show positive facial expressions 
when they are interested in the textbook contents. 
However, the duration was short. The positive expres-
sions are changed to neutral expressions (Figure 19) 
when the textbooks present new information, guide 
them to another coding phase, or interest degree is 
lowered. If negative emotions caused by cognitive 
overload evoke negative facial expressions, the neutral 
expressions can be restored after negative facial ex-
pressions or cognitive load was decreased to the load 

range. Thus, the duration is longer (in Figure 19). The 
time when the facial expression appears is also im-
portant. Correct facial expression shall occur at the 
correct time. 

Only densely occurred facial expressions are mean-
ingful. The research indicated [20] the sufficient time to 
accurately recognize micro expression is 1/5sec 
(200ms). Separate and accidental facial expressions or 
those expressions with less than 1/5 can be regarded 
as noise.  From the diagram for facial expressions of S1 
and S2 towards the textbook 3 (Figure 20), S1 showed 
negative facial expressions throughout the learning. 
This revealed S1 performance was not good when 
learning the textbook. The teacher can rearrange learn-
ing.  S2 did not show negative expression until the fi-
nal teaching content. This revealed S2 felt the final con-
tent was difficult. The teacher can arrange additional 
teaching activities for the final content. Determining 
density of facial expressions is orientation of future 
research. More objective quantitative data can be ob-
tained through mass and broad experimental samples. 
 

Fig. 18 Analysis chart of facial expressions to textbook 1 

 

Fig. 19 Analysis chart of facial expressions to textbook 2 
 

Fig. 20 Analysis chart of facial expressions to textbook 3 
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In group or remote teaching environment, teachers 
cannot observe and record learning state of each stu-
dent. Thus, the textbook differentiation cannot be 
evaluated. The system can assist teachers in evaluation 
of adaptability of students to textbook difficulty. If the 
students adapt to the textbook contents well, learning 
difficulty of the textbook is lower. The students can 
learn the next unit or other deeper and broad text-
books; if the students cannot adapt to the textbook well, 
learning difficulty of the textbook is higher. The teach-
er can make the students relearn the textbook or select 
basic additional textbook. 

The experimental results showed facial expressions 
may change with difficulty of textbooks. If the text-
book difficulty is increased, negative facial expression 
are more obvious under high cognitive load. Thus, this 
system uses this feature in evaluation of learning diffi-
culty of textbooks.  The negative expressions of S1 
were more apparent as the textbook difficulty in-
creased. The percent of the negative expressions were 
increased from 4.5% in the textbook to 31% in the text-
book 2 and 32.4% in the textbook 3.  S2 showed no 
negative facial expressions towards the textbook 1 and 
textbook 2 but showed 2.7% of negative expression 
towards the textbook 3. It can be determined the text-
book 3 is the most difficult. The teacher can introduce 
teaching contents before class, request students pre-
pare the contents, and teach the textbook slowly. The 
teachers can also make use of repeatability of the mul-
ti-medium textbook and request the students to review 
it after class. Even, this can be used as reference for 
learning appraisal.

7 CONCLUSIONS 

Teaching means teachers use teaching method to trans-
fer the information stimulus by the textbook contents 
to the student brains via information sensory channels. 
These information stimuli are organized and integrat-
ed in a brain. Dealing with the information is called 
coding ability.  The coding ability is related to brain 
reaction to information stimuli. The brain can make a 
correct reaction only when the information is coded 
successfully.  We used more difficult textbooks in the 
experiment. Information stimuli coding ability actually 
affects inner emotions, and is indirectly reflected on 
facial expressions of the students. We recognize these 
facial expressions and classify them into neutral, posi-
tive and negative social reactions.  
Based on the facial action coding system, Open CV and 
image processing method were used for face detection, 
feature extraction and location. A facial expression 
analysis system was implemented.  This system ex-
tracted 10 face feature points, and used 9 feature vec-
tors and neutral values as measurement benchmarks 
for identification and blink detection of 11 facial action 
units. It classified the action units into six basic facial 
expressions, happiness, surprise, fear, anger, sadness 
and disgust. Then these action units are divided by AU 
combinations into positive, neutral and negative social 

interactions. 
In the experiment, the students were not required to 
show certain facial expressions for the system detec-
tion. In normal learning state, showing many neutral 
expressions is normal. If learning effectiveness needs 
to be assessed, other physiological signals such as eye 
movement should be considered to enhance reliability 
of the system identification. The experimental results 
showed with the same textbook the student with high 
coding ability was adapted to the textbook contents 
better, and showed more neutral expressions and posi-
tive expressions; the student with low coding ability 
showed more negative facial expressions. In order to 
demonstrate the result, we intentionally increase text-
book difficulty and found the textbook difficulty and 
the facial expressions have an inverse relationship. The 
higher the textbook difficulty is, the more easily the 
negative expressions occur. Thus, students can bear 
the cognitive load before they show many negative 
expressions. Teachers can know student understand-
ing of the textbook contents and adaptability to the 
information. 
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